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Abstract
The inelastic electron tunnelling (IET) spectra of a series of molecules with the commonest
functional groups are evaluated computationally. It is found that ether, secondary amine and
thioether groups do not leave any characteristic signatures on the IET spectrum (in comparison
with simple alkanes) and they cannot be used as ‘tracers’ for the tunnelling path of the electron.
In contrast, carbonyl and ester groups modify the appearance of the IET spectrum considerably.
The series of computations was also used to validate, for the case of saturated molecules, the
propensity rules for IET spectroscopy proposed in the literature. It is found that totally
symmetric vibrations give the largest contribution to the spectrum and that there is no
correlation between IET and infrared or Raman absorption intensities.

1. Introduction

A molecular electric junction is constituted by a single
molecule in contact with two electrodes. Understanding its
behaviour when subjected to an applied external voltage is
the fundamental problem studied by molecular electronics,
a field now entering in its maturity [1, 2]. The realization
of experimental measures on nanojunctions is by itself a
major scientific achievement, made possible by the improved
methodologies in nanofabrication, surface chemistry control
and scanning probe techniques [3–7]. After the initial
concerns about the reproducibility of these experiments, it
is now possible to compare measures realized in different
laboratories [8] and to provide a general theoretical description
of the underlying physics, at least in the simplest cases [2].
At very low voltages, in the linear response regime and
in the absence of resonance between the molecular levels
and the Fermi level of the electrodes, the electrons cross
the molecular junction by simple tunnelling which can be
described efficiently using perturbation theory [9], scattering
formalism [10], or the more general non-equilibrium Green’s
function approach [11–13]. Current theoretical research on
simple electron tunnelling focuses mainly on several difficult
computational aspects such as the accurate and balanced

description of the electronic structure of the electrode/molecule
interface and the proper calculation of the geometry in the
junction [14–17].

However, a number of more complicated phenomena can
take place in a molecular junction due to the interaction
between the electronic and nuclear degrees of freedoms and
the possibility of multiple electronic states (with different
net charge) stable within a given voltage range. The
phenomenology is determined by the relative magnitude of the
characteristic timescales of the system. The energy difference
between the Fermi level and the closest molecular level, know
as the energy gap �EG, determines the tunnelling traversal
time h̄/�EG. The quantity �, quantifying the strength of
the molecule–lead interaction, determines the permanence time
h̄/� of an electron on a molecule connected to the lead.
Indicating with M the effective electron–phonon coupling
strength, the condition for ‘week’ coupling limit can be

expressed as |M/

√
�E2

G + (�/2)2| � 1 [18]. In the weak
coupling limit, the electron–phonon coupling produces only
a small effect on the total conductance and it can be treated
as perturbation. In the same limit, it is possible to treat
the conformational changes inside the molecule ‘adiabatically’
(in the Born–Oppenheimer approximation sense), i.e. as if
the conductance is simply a function of the conformation
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and it is not affected by molecular motions. The role of
conformational changes produced by the electric field [19–21]
or just thermal energy [22, 23] has been studied, in fact, in
this limit. In the opposite limit of very strong electron–phonon
coupling, it is the molecule–electrode coupling that can be
treated as a ‘small perturbation’ and the electron proceeds
from one electrode to the other by a sequence of hopping
events involving the molecular states. Although one can see
a clear analogy between these two limiting cases and the
cases of tunnelling and hopping studied in the classical papers
on molecular solids [24, 25], in the molecular junction case
the intermediate situations between these extremes seem to
be extremely frequent and particularly important for device
applications. For example, using a mean field model, Galperin
et al [26] were able to show that the switching and bistability
observed in several experiments [27, 28] can be due to two
different steady states in the junctions with different electronic
population and equilibrium geometry. The situation is further
complicated by the presence of strong electric fields and
electronic correlation within the molecule and between the
transferred electron and the image charges on the leads. A
very comprehensive review of these issues has been published
recently [18].

In this paper we will focus on probably the most
important of the effects recorded in the weak coupling limit,
the off-resonance inelastic electron tunnelling (IET). In the
simplest possible case of low-temperature weakly-coupled
molecular junctions, the tunnelling electron has a finite
probability of exciting one of the molecular vibrations losing
the corresponding energy h̄ω. The process can occur for
applied biases larger than a threshold voltage V = h̄ω/e
beyond which the inelastic channel is opened. This threshold
appears as a small increase in conductance and it is better
visualized as a peak in the plot of the current second derivative
(dI 2/d2V ) versus V . The phenomenon is further illustrated in
figure 1. It should be noticed that in this inelastic process there
is no resonance between the electronic states on the molecule
and the Fermi levels on the electrode. The cross section for
this process is very small (few percent of the conductance
is due to the inelastic channel) but nevertheless sufficient to
retrieve information on the vibrations of the molecules in the
junction. The process is coherent (sometimes it is called co-
tunnelling) and it should not be confused with the incoherent
inelastic tunnelling which involves resonance of the molecular
and electrode electronic states and possibly a finite lifetimes
of the tunnelling electron on the molecule in the junction.
An extensive discussion of the different meanings of ‘inelastic
transport’ in molecular junction was given in [29, 30].

The origin of IET spectroscopy dates back in the late
60s, since when it has been used to characterize ‘macroscopic’
conductive surfaces [31, 32]. The first measure on a single
molecule was done by Stipe et al in a STM configuration [33],
while the first measures on molecules of relevance to molecular
electronics (i.e. in contact with both electrodes) were presented
by Kushmerick, in a cross-junction configuration [34], and
Wang in a nanopore set up [35]. IET in single molecule is
very different from the process observed macroscopically. In
the latter, the electrons impact the molecules essentially as

EF

EF

HOMO

LUMO

Figure 1. Illustration of the inelastic tunnelling process involved in
IETS for an idealized system with only one vibrational degree of
freedom at 0 K. The molecular levels HOMO and LUMO are not in
resonance with the electrode Fermi levels at working biases. When
the bias difference between the electrodes reaches the threshold h̄ω/e
the tunnelling electron can excite the vibration loosing an equivalent
amount of energy. The extra inelastic channel opened at this bias is
seen as a peak at V = h̄ω/e in the plot of d2 I/dV 2 versus V .

free particles, their interaction with the molecule is largely
dominated by a charge–dipole interaction, and only a fraction
of the electrons actually interact with the molecules (the
presence of the molecule has a small effect on the total
conductance differently from the molecular junction case). For
this reason the understanding of inelastic tunnelling in single
molecules could not be build on these previous experiments
and developed instead from the theoretical models used to
interpret STM images and other single molecule conductance
experiments.

The ability to predict and interpret the experimental IET
spectra was immediately recognized as one of the most useful
contributions that theory could give to the development of
molecular electronics. IET spectroscopy (IETS) is, in fact, the
only method universally applicable to characterize the junction
(without need of additional measures beyond the electrical
one), establishing the presence of the molecule, its chemical
integrity and, possibly, also its environment and conformation.

The first theoretical models for off-resonance inelastic
tunnelling were based on an extension of the Tersoff–
Hamman formalism [36, 37] and focused on the explanation
of STM-based measurement with simple semiempirical model
Hamiltonian. A similar formalism with more sophisticated
DFT computations were used for example by Persson and
co-workers [37, 38]. Using a scattering formalism as a
starting point we proposed a Herzberg-Teller like vibronic
expansion of the electronic wavefunction to compute the
inelastic conductance for the more general case of molecules
strongly coupled to both electrodes [39]. The IET spectra
simulated with this approach, in conjunction with standard
quantum chemical calculations, were in remarkable agreement
with the experimental data of Kushmerick et al [40] and
allowed the interpretation of IETS spectra for hydrated
junctions [41]. The same method was recently generalized
by Toroker and Peskin [42] to include more efficiently
the effect of the molecule–electrode vibrations. Luo and
co-workers used a different formalism based on scattering
theory [43] and they applied it to the study of the molecule–
electrode [44] and intermolecular interactions as they can be
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derived from IETS measures. The non-equilibrium Green’s
function formalism (NEGF) was the starting point of Paulsson
et al [45, 46], who achieved also a very good comparison
with the experiments in [40] and of Solomon et al [47] who
applied their methodology on alkane thiolates. Unfortunately,
the theoretical approaches differ not only for the adopted
formalisms but also the quantum computational methods from
which the relevant matrix elements are computed. Solomon
et al adopted the density functional tight binding (DFTB) [48]
methods that could offer great advantage if one has to optimize
the geometry of large molecules on a surface [49]. Paulsson et
al based their computation on the SIESTA Hamiltonian [50],
similarly suited for large scale computations. For small
molecules (see e.g. Teobaldi et al [51]) it is possible to perform
very high level DFT computations including many atoms of the
surface with plane waves basis set.

In a recent paper [52], the comparison between computed
and experimental IET spectra of several compounds has led to
an interesting additional application. Not only a satisfactory
comparison may provide information on the structure of the
junction but it can be also used to trace the tunnelling paths
followed by the electron while traversing the junction. It
can be easily verified that only vibrations that modulate the
effective coupling between the electrodes are active in IETS
so that, if a vibration localized on a portion of the molecule
gives a strong IETS signal, one can conclude that the same
portion of the molecule is involved in the tunnelling path of
the electron. The concept of tunnelling paths has been used
for long time [53, 54], especially in the context of electron
transport in biology, but only through this type of measure
it is possible to provide experimental proof of the passage of
the electron from a particular portion of the molecule. In this
paper we will explore the IETS signatures that could be given
by a set of very common organic functional groups inserted
within a saturated molecule (section 3.1). This work will be
used as reference for the interpretation of future IETS measures
and will guide the synthesis of molecules with the appropriate
functional groups that can be used as ‘tracer’ for the passage of
the electron.

The computations presented in this paper will also give
the possibility of complementing previous discussions on
symmetry propensity rules in IETS [55, 56], (focused on fully
conjugated molecules) with new data on saturated molecules
(section 3.2). Propensity rules are a particularly useful tool
for the interpretation of spectra in the absence of a full
theoretical simulation and it is also interesting to check if
there is any correlation between the IETS computed intensities
and the computed intensities for infrared (IR) and Raman
spectroscopies. The results will be presented after an outline
of the methodology.

2. Method

2.1. Intensity of IETS peaks

The total Hamiltonian of a molecular junction is partitioned
in the three subspaces (left (L) and right (R) electrodes,
and molecule (M)), where the independent components of

the Hamiltonian are indicated as H L, H R, H M and their
interaction is V LM, V RM:

H = H L + H R + H M + V LM + V RM. (1)

The zero-bias elastic conductance is [1, 2]:

gel(EF) = g0 Tr(�L(EF)G(EF)ΓR(EF)G(EF)
†) (2)

EF is the Fermi level, g0 = 2e2/h is the quantum
of conductance, G is the reduced Green’s function matrix
associated with the retarded Green’s function operator G(E) =
(E − H + iε)−1

ε→0, and the matrices ΓL and ΓR are twice
the imaginary part of the self-energy describing the molecular
levels broadening due to the interaction with the metal. ΓL is
defined as

�L
i j(E) = 2π

∑
l

V L M∗
il V LM

l j δ(E − El) (3)

where l runs over the one-electron eigenstates of H L, and V LM
il

or V LM
l j is the coupling between these and the orbitals on the

molecule (indexes i and j ). ΓR is defined analogously for
the right electrodes and their explicit computation is described
below.

G(E) can be seen as a function of the dimensionless
normal modes {Qα} of the molecule and it is possible to define
the matrices Gα (α indicates a specific normal mode) as:

Gα
i j =

√
2

2

(
∂Gi j(E, {Qα})

∂ Qα

)

{Qα}=0

. (4)

In [39] we proved that each vibrational mode α contributes to
the IETS with a vibrational peak at energy h̄ωα (and voltage
V = h̄ωα/e), whose intensity is given by:

Wα = g0 Tr(ΓL(EF)Gα(EF)ΓR(EF)Gα(EF)
+). (5)

This equation is valid in the weak coupling limit discussed
in the introduction, at low temperature (kB T � h̄ωα), and
was derived using a combination of scattering theory and
perturbative treatment of the vibronic coupling. Equation (5)
is particularly easy to implement and has the aesthetic
appeal of being formally similar to equation (2). It is
also particularly reassuring that a similar expression was
derived by Gagliardi et al [57] using the NEGF formalism (in
particular the Meir–Wingreen equation [58]) and introducing
the Born approximation with the assumption that the inelastic
conductance depends weakly on the injection energy [39].
Thanks to their work, equation (5) can be considered fully
consistent with the more general NEGF approach when the
appropriate low-temperature, low-voltage and large energy-
gap limit are considered. Paulsson et al [45], compared
the results of a full self-consistent Born approximation
with the lowest order expansion in the electron–phonon
coupling, finding an excellent agreement between the two.
One particularly interesting feature of the approach leading
to equation (5) is that it is particularly suitable for the
computation of medium to large sized molecule and that the
quality of the results increases with increasing the size of the
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molecule because a smaller zero-bias conductance implies a
reduced importance of the higher order effects neglected in
equation (5).

The effect of the peak broadening (discussed theoretically
in [59, 60]) is not included in the formalism and, as customary
in computational spectroscopic studies, an arbitrary the
broadening will be added to the computed spectrum. Also for
convenience, the spectra will be plot as (dI 2/d2V )/(dI/dV )

versus V , so that the areas under the IETS peaks are
dimensionless values corresponding to the ratio Wα/g(EF),
which is the quantity reported in the tables.

2.2. Evaluation of the self-energy

The Green’s function matrix in equations (2) and (5) is given
by

G(E) = (1E − H − ΣL − ΣR)−1, (6)

where H represents the effective one-electron Hamiltonian of
the molecule (the Konh–Fock matrix in this case) and ΣL/R are
the self-energies associated with the left and right electrode.
The imaginary component of the self-energy Im(ΣL/R) =
− 1

2Γ
L/R was given in equation (3) and the real component

Re(ΣL/R) = ΛL/R is given by:


L
i j(E) = PP

∑
l

V ∗
il Vl j

E − El
. (7)

Representing the delocalized electrode orbitals |l〉 as linear
combination of localized orbitals, e.g. |l〉 = ∑

k Clk |k〉, the
product 〈i |V |l〉〈l|V | j〉 can be written as

∑
k1,k2

Clk1 C∗
lk2

〈i |V
|k1〉〈k2|V | j〉 and the spectral density becomes:

�L
i j(E) = 2π

∑
k1,k2

〈i |V |k1〉〈k2|V | j〉
∑

l

Clk1 C∗
lk2

δ(E − El)

= 2π
∑
k1,k2

〈i |V |k1〉ρk1k2 (E)〈k2|V | j〉 (8)

where we have used the definition ρk1k2(E) ≡ ∑
l Clk1 C∗

lk2
δ

(E − El). Each term of equation (8) can be evaluated from
quantum chemical computations. Since |i〉 and | j〉 are states
localized on the molecule and |k1〉, |k2〉 are localized on the
electrode, the summation extends only over relatively few pairs
of localized orbitals. The matrix elements 〈i |V |k1〉 can be
obtained from cluster computations including few electrode
atoms and the adsorbed molecule. The energy dependent
density matrix is computed just once for a given surface. In
the present case we derive it from a tight binding calculation of
a large cluster of gold, exposing the (111) surface, as described
in [61]. The explicit evaluation of Λ requires the same matrix
elements:


L
i j(E) =

∑
k1,k2

〈i |V |k1〉Rk1k2 (E)〈k2|V | j〉 (9)

and can be evaluated numerically using

Rk1k2 (E) = PP
∑

l

Clk1 C∗
lk2

E − El

= PP

∫ ∑
l

Clk1 C∗
lk2

E − E ′ δ(E ′ − El) dE ′

= PP

∫
ρk1k2(E ′)
E − E ′ dE ′. (10)

We considered a set of linear molecules with thiol
terminations at both ends, and oriented in such a way that
the main axis of the molecule is perpendicular to the two
electrodes. We assumed that the terminal S atoms are in a
fcc adsorption site, and that the S–Au distance is 2.85 Å (this
value derives from a geometry optimization performed in [61]).
The Fermi energy was set to −0.12 Hartree (equivalent to
−3.26 eV or −26 340 cm−1) and no computations at finite bias
were performed. The matrix elements 〈i |V |k1〉 appearing in
equations (8) and (9) are computed from a cluster containing
3 gold atoms of one electrode and the molecule (the right
electrode is neglected when the self-energy of the left electrode
is evaluated and vice versa). The LANL2MB basis set/pseudo
potential is used for the gold atoms and the 6-31G* basis set is
used for the other atoms. The hybrid DFT functional B3LYP
was used to compute the effective one-electron Hamiltonian.

2.3. Computation of the normal modes and Gα

The normal modes needed for the computation of the IET
spectra are computed for the isolated molecule which is
optimized in the absence of the electrode. We are in fact
interested in the IET response of functional groups distant
from the electrode (see section 3.1) whose vibrations are only
marginally affected by the molecule–electrode connection.
The similarity between Raman spectra recorded in monolayer
and in solution confirms that the isolated molecule vibrations
are to an excellent degree of approximation transferable to
the adsorbed molecule as verified also by the accurate IETS
predictions in previous contributions. The optimized structure
and normal modes are translated into the junction geometry
for any given molecular orientation. Also these computations
were performed at the B3LYP/6-31G* level (including the
terminal hydrogen on the thiol group). This level of theory
is a good compromise between speed and accuracy [62] and
has the additional advantages of having been adopted by
other authors [44], facilitating the comparison. Moreover,
an extensive calibration work, done by comparing many
experimental and theoretical IR and Raman spectra has lead
to a proposed scaling factor for the computed frequencies [63]
that will further help the comparison with the experiment.

The Green’s function derivative of equation (4) needs to
be computed for each mode, while the self-energy in G, Gα

and Wα is computed once for each molecule. The intensity
of the inelastic peaks is computed from equation (7). The
numerical derivation was done using a displacement of 0.05
adimensional units. The component of the normal modes
concerning the displacement of the hydrogen in the thiol group
was disregarded. Normal modes have been classified according
to the point group of the isolated molecules.

3. Results

3.1. Simulated IETS spectra

The set of six molecules included in this study are shown in
figure 2 with the labels used to indicate them in the rest of the
paper. (1) is a simple alkane with thiol groups connected to the
terminal carbon atom 1 and 7 and it is used as a reference.
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Figure 2. Top: Molecules studied in this paper with the labels used
in the text. The hydrogen atoms of the thiol terminations are removed
upon adsorption on gold. The distance between the thiol atom
terminations is between 10.4 and 11.0 Å. Bottom: An illustration of
the junction formed by molecule (5) between two gold surfaces.

In compounds (2), (3), (4), (5) the central –CH2– group is
substituted with a ether, amine, thioether and carbonyl group
respectively. In molecule (6) an ester function is introduced
instead of carbon 5 and 6 of the original molecule. The length
of the molecules is similar in all cases, the point group of the
optimized molecules (1), (2), (4) and (5) is C2v, while the
point group of molecule (3) and (6) is Cs (but the symmetry
plane is parallel to the electrodes in (3) and perpendicular
to them in (6)). The set is selected primarily among the
most common functional groups in organic chemistry, which
can be inserted in an alkylic chain as potential ‘tracer’ for
the passage of the electron. The characteristics vibrations of
these modes are well characterized, tabled in textbooks on the
spectroscopic identification of organic compounds [64], and it
is interesting to verify here which functional groups give the
most characteristic IETS signature. We considered functional
groups ‘embedded’ in a saturated hydrocarbon chain because
these highly non-polar moieties are the fundamental building
blocks to realize ordered self-assembled monolayers on metal
surfaces [65], one of the best starting point for accurate IETS
measures. Moreover the spectrum of dithio-alkanes is well
understood and the effect of the heterogroup can be more
simply identified (both theoretically and experimentally) as
a difference between the spectra of compounds (2)–(6) and
compound (1). A rather similar selection of model compounds
was made by Claypool et al [66] to classify the appearance
of the typical functional group of molecules adsorbed on
graphite with STM. We finally note that the HOMO and
LUMO position with respect to the Fermi lever is rather similar
for all considered compounds so that we can exclude in the
comparison of the spectra any effect due to resonance and
quasi-resonance of the molecular level and the Fermi level

Figure 3. IETS computed spectrum for molecule (1). The peaks are
labelled according to their irreducible representations. The black
triangles indicate the modes with the largest contribution of the
central carbon.

Figure 4. IETS computed spectrum for molecule (2). The black
triangles indicate the modes with the largest contribution of the
functional group (see text).

at the considered biases. The HOMO energies range from
−0.239 (compound (6)) to −0.224 Hartree (compound (4))
and the LUMO energy range from −0.022 (compound (5)) to
0.035 Hartree (compound (1)).

The spectra of the six compounds are presented
graphically in the region 300–2000 cm−1 (figures 3–8) and
in tables 1–6. To reduce the amount of information, the
tables contain only the vibrations whose intensity is larger
than 1/50 of the most intense peak. Only the vibrations with
the largest IETS intensity in the spectral region of interest
have been described qualitatively in the tables (description
obtained by direct observation of the normal mode vectors).
To simplify the discussion and the comparison with other
works we did not include any scaling factor in the tabled
frequencies and the plotted spectra, but we mention here
that the recommended scaling factor for this level of theory
is 0.961 [63]. The discussion of the spectra will focus
on the window 300–2000 cm−1. At lower energy the
experimental spectrum is dominated by the so-called zero-
bias feature (ZBF) [34], a large featureless peak probably due

5



J. Phys.: Condens. Matter 20 (2008) 374111 A Troisi

Figure 5. IETS computed spectrum for molecule (3).

Figure 6. IETS computed spectrum for molecule (4).

to a combination of low frequency vibrations and librations
of the molecule, only partially reproduced by simulations
involving a single molecule. Above 2000 cm−1 only the
C–H (and N–H) stretching signals are present, which are
of lesser significance for the identification of the tunnelling
through the functional group. We note incidentally that here,
as in previous simulations done with the same approach, the
predicted intensity of the CH stretching is smaller than in the
experimental measure for reasons the can be related to the
orientation of the molecule [67] or the possible compression
of the monolayer in the experiment [68].

In figures 3–8 the vertical sticks represent the computed
intensity of the normal mode at the corresponding frequency in
a (dI 2/d2V )/(dI/dV ) versus V spectrum. The corresponding
broadened spectrum is reported in each figure (the chosen
broadening of 40 cm−1 is smaller than the one experimentally
observed to simplify the comparison between figures). The
vertical axis shows the intensity computed for the sticks
and coincident with the area under the peak. These values
are in good agreement with the integrated intensity of the
experimental spectrum indicating not only that the physics is
described accurately but that the process (where only a small
fraction of electrons tunnel inelastically) is well within the
limit of validity of the perturbative treatment. Interestingly,
if the injection energy is set up close to one of the molecular

Figure 7. IETS computed spectrum for molecule (5).

Figure 8. IETS computed spectrum for molecule (6).

levels, the computed intensity exceeds unity suggesting a
breakdown of the perturbative treatment. In other words, the
results of the computation indicate by themselves if the weak
coupling limit is appropriate for the system under investigation
(a recent experiment investigating in detail the breakdown of
the weak coupling limit [69] was published by Yu et al [70])

To further simplify the comparison between the series
of spectra, in figures 3–8 we labelled (with black triangles)
the peaks corresponding to normal modes with the greater
contribution from the C, O, N, or S atoms of the central
functional group of the molecule (except for molecule (1)
where we labelled the modes with the greatest contribution
from the central carbon atom for comparison). In practice, we
ranked the contributions of all normal modes from the largest
to the lowest absolute value of the displacement vector of the
atoms in the functional group. Therefore, we labelled the peaks
if they were in the top 8 of the list (for (1), (2), (3), (4)), or in
the top 16 of the list (for (5)), or in the top 24 (for (6)); the three
different criteria are justified by the fact that there are from 1
to 3 ‘heavy’ atoms in the functional groups.

The spectrum of the alkane dithiolate has been largely
discussed in literature and it is reported here for comparison
(figure 3). The experiment shows three main features that are
attributed to the C–S stretching (735 cm−1 in the unscaled
spectrum), to C–C stretching (1010–1090 cm−1) and to the
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Table 1. List of the main contributions to the IET spectra of (1).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 40.4 34.2 b1

2 48.1 10.9 a1

3 55.1 2.2 a2

4 99.5 21.2 a2

5 111.9 1.1 b1

7 158.3 2.7 b1

8 159.1 0.9 a2

9 179.4 11.8 a1

10 196.9 1.4 b1

11 199.3 2.7 a2

12 275.0 5.1 a1

13 319.5 0.8 b2

15 458.2 11.2 a1 C–C–C bend
16 735.7 31.9 a1 C–S stretch
19 752.2 0.8 a2

20 775.6 2.1 b1

23 875.7 15.3 a1 C–C–S asym stretch
26 1018.1 18.5 a1 C–C–C sym stretch
27 1024.3 1.0 b2

28 1064.9 28.0 a1 C–C stretch
30 1077.0 1.8 b2

32 1112.6 1.8 a2

33 1125.1 0.9 a1

35 1244.8 1.0 b1

36 1273.3 10.5 a1 CH2 wag
41 1356.4 0.9 a2

42 1356.7 15.5 a1 CH2 wag
44 1397.7 1.8 b2

45 1421.4 5.0 a1

47 1515.0 1.8 a1

51 1526.1 1.1 a1

53 1545.4 0.7 a1

57 3018.7 1.1 a1

58 3027.4 0.7 a1

CH2 wagging (1260–1360 cm−1). The signal at 460 cm−1,
usually covered by the tail of the ZBF, is due to the central
C–C–C bending motion. The computed spectrum indicates
an important contribute of the 875 cm−1 mode, not resolved
experimentally and due to an asymmetric stretching of the C–
C–S group. The spectra of (2) and (3) (figures 4 and 5) are
very similar to that of (1). The signal at 1018 cm−1 that in
(1) is due to the C–C–C central stretching mode, is due to the
C–O–C stretching mode (1020 cm−1) in (2) and to the C–N–C
stretching mode (1035 cm−1) in (3). The signal due to the
bending motion of the three central atoms (460–480 cm−1)

appears also in (2) and (3) although it is much weaker in the
ether where the displacement of the oxygen is larger. From the
comparison of these three spectra, it appears to be impossible,
even with an enhanced experimental resolution, to discriminate
the presence of an ether or amine groups in a linear alkane
chain.

Slightly greater differences are displayed instead by the
molecule with the thioether group (4). Instead of the C–S
stretching signal at ∼735 cm−1, computed for (1)–(2)–(3), the
presence of the C–S–C group with a very similar vibrational
energy causes a redistribution of the frequency and IETS
intensity in this region. The symmetric combination of the C–
S (terminal) bonds and the C–S–C symmetric stretching are
mixed in the modes at 706 and 805 cm−1, with the highest

Table 2. List of the main contributions to the IET spectra of (2).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 34.1 29.4 b1

2 47.0 3.6 a2

3 49.7 5.5 a1

4 94.0 15.0 a2

5 101.7 0.8 b1

6 139.6 0.7 b2

8 155.1 3.8 b1

9 192.4 9.9 a1

10 195.1 1.5 b1

11 195.5 1.2 a2

12 280.7 4.7 a1

15 482.0 3.1 a1 C–O–C bend
16 738.9 28.2 a1 C–S stretch
17 751.5 0.6 b2

19 775.1 0.9 b1

23 883.4 12.9 a1 C–C–S asym stretch
24 1019.6 9.7 a1 C–O–C sym stretch
25 1057.3 1.6 b2

26 1071.4 17.7 a1 C–C stretch
27 1073.6 1.4 a2

29 1090.8 0.8 b2

30 1133.6 0.7 a1

31 1167.4 0.8 b2

34 1271.1 0.7 b2

35 1279.6 8.5 a1 CH2 wag
36 1307.7 1.1 a2

37 1311.3 1.6 b1

39 1334.0 0.7 b1

40 1365.6 2.0 b2

41 1376.8 16.7 a1 CH2 wag
43 1476.5 0.7 a1

44 1519.8 0.6 b2

45 1520.2 1.7 a1

49 1567.8 1.1 a1

energy vibration displaying a greater contribution of the C–S–
C stretching. The bending of the central group C–X–C visible
for the first three compounds appears at much lower frequency
(255 cm−1) in (4) and it is not shown in the figure. The shape
of the signal in the 1250–1450 cm−1 region is also different
in compound (4) because of the contribution of non totally
symmetrical CH2 twisting modes discussed in section 4.

A substantially different spectrum is computed for the
molecules containing the carbonyl (figure 7) and the ester
(figure 8) groups. The characteristic C=O stretching mode is
well identifiable in both molecules in a region (1810–30 cm−1)

where other vibrational modes are absent. The carbonyl signal
has a smaller relative intensity than in IR spectroscopy because,
as discussed in [55], the stretching modes that are not along
the main tunnelling path (e.g. the side groups) gives a weaker
contribution to the IET spectrum. Nevertheless, it is predicted
to give a well defined signature that can be used to trace the
passage of the electron though that portion of the molecule.
In the region 1250–1450 cm−1, a single CH2 wagging mode
at 1343 cm−1 dominates the spectrum of (5), while, in the
less symmetrical molecule (6), several different modes of the
same nature determine a broader feature. Other characteristics
features of (5) are the central C–C–C symmetric stretching
and bending at 888 cm−1 and 459 cm−1 respectively. (6)
displays also a characteristic peak at 948 cm−1 due to modes

7
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Table 3. List of the main contributions to the IET spectra of (3).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 38.2 33.6 a′
2 48.6 8.1 a′
3 53.0 3.1 a′′
4 98.4 17.5 a′′
5 107.1 1.7 a′
7 158.9 3.8 a′
9 187.5 12.2 a′

10 199.2 1.7 a′
11 200.6 1.5 a′′
12 278.8 4.6 a′
15 471.4 7.4 a′ C–N–C bend
16 734.1 26.3 a′ C–S stretch
18 769.8 0.7 a′′
19 772.1 1.3 a′
20 806.4 4.3 a′
23 878.1 12.6 a′ C–C–S asym stretch
24 887.3 3.5 a′
25 1035.5 11.2 a′ C–N–C sym stretch
26 1041.5 0.9 a′′
27 1063.2 2.0 a′′
28 1068.4 22.8 a′ C–C stretch
30 1084.4 1.4 a′′
31 1139.2 1.0 a′
32 1158.4 0.9 a′′
34 1249.5 0.8 a′
36 1281.8 9.7 a′ CH2 wag
37 1301.1 1.1 a′′
38 1325.9 3.1 a′
40 1344.3 1.0 a′
41 1352.3 1.1 a′′
42 1375.7 15.5 a′ CH2 wag
43 1417.1 0.9 a′′
44 1451.3 1.6 a′
46 1519.4 1.9 a′
51 1557.5 1.1 a′
55 2922.9 0.9 a′

involving the C–O stretching. The C–C–O bending contributes
at 494 cm−1 and the O–C=C bending at 335 cm−1. Of course
it is also possible to look collectively at these results focusing
more on the similarities than on the differences. In this case
it can be concluded that, in general, the IET spectra of the
functional group will be dominated by two groups of signals (i)
stretching signal in the 850–1080 cm−1 region and (ii) bending
signal in the 250–490 cm−1 region both active if involved in
the main tunnelling path.

Our results and discussion are certainly more relevant if
the characteristic vibrations and intensities can be transferable
from molecule to molecule. While it is experimentally well
established that vibrational energies of a functional group are
very similar across a broad set of molecules, one should notice
that the IETS signals are more strongly dependent on the
position of the functional group with respect to the electron
tunnelling path. As discussed more extensively in [52], the
notion that a particular vibration gives a strong IETS signal
is valid as long as the chemical environment around that
vibration is similar and the group of atoms involved in the
vibration is also involved in the main tunnelling path across
the molecule. The results presented above are therefore
transferable to other molecules if the functional groups are

Table 4. List of the main contributions to the IET spectra of (4).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 19.3 184.0 b1

2 40.7 5.7 a2

3 42.8 3.9 a1

4 92.4 133.3 a2

5 98.5 49.5 b1

6 111.4 69.7 b1

7 125.5 4.4 a2

8 126.7 5.2 b2

9 153.0 8.8 a1

10 177.9 12.3 b1

11 179.0 9.0 a2

12 255.9 7.4 a1 C–S–C bend
13 308.5 7.4 b2

17 706.5 15.7 a1 C–S stretch combin
18 762.7 4.0 a2

19 766.3 5.5 b1

20 792.7 6.7 b2

21 805.8 12.0 a1 C–S stretch combin
22 843.7 4.3 a2

23 857.7 5.5 b1

25 875.2 13.5 a1 C–C–S asym stretch
29 1055.2 48.9 a1 C–C stretch
31 1092.0 5.4 a1

32 1124.4 6.7 a2

35 1262.5 5.2 a1

36 1291.5 9.6 a2 CH2 twist
37 1293.7 12.2 b1 CH2 twist
39 1328.6 11.8 a1 CH2 wag
42 1397.9 3.7 b2

43 1405.9 20.1 a1 CH2 wag
45 1516.9 4.2 a1

60 3099.2 4.9 b1

Table 5. List of the main contributions to the IET spectra of (5).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 23.2 9.6 b1

2 29.9 3.3 a2

3 51.2 2.0 a1

4 79.8 4.4 b1

5 86.0 7.3 a2

6 117.1 0.5 b1

7 117.5 4.1 a2

9 181.2 6.2 a1

11 197.6 0.9 a2

12 268.0 2.6 a1

14 323.3 0.7 b2

15 460.0 5.0 a1 C4–C5–C6 bend
16 469.8 0.5 b1

19 728.4 13.2 a1 C–S stretch
25 879.2 13.9 a1 C–C–S asym stretch
26 888.6 14.5 a1 C4–C5–C6 sym stretch
29 1064.8 0.5 b2

31 1070.7 7.1 a1 C–C stretch
32 1103.4 1.0 a1

36 1265.3 1.9 a1

41 1343.7 18.8 a1 CH2 wag
44 1415.0 0.5 a1

47 1493.0 1.4 a1

52 1811.4 5.9 a1 C=O stretch
56 3024.6 0.4 a1

60 3060.4 0.5 a1
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Table 6. List of the main contributions to the IET spectra of (6).

N Freq. (cm−1) 1000∗Wα/g(EF) Sym Description

1 12.5 12.3 a′′
2 45.0 7.1 a′′
3 53.3 4.7 a′′
4 53.8 2.4 a′
5 79.5 12.8 a′′
6 105.7 1.5 a′′
9 186.8 23.0 a′

12 278.9 2.1 a′
13 325.4 8.0 a′ C–C–S bend
14 335.0 8.8 a′ O=C–O bend
15 494.0 13.8 A′ O–C–O bend
18 743.9 48.9 A′ C–S stretch
20 782.6 2.4 a′
23 873.4 1.4 a′
24 882.7 13.0 a′ C–C–S asym stretch
25 948.6 26.0 a′ C–C + C–O stretch
26 1017.6 19.1 a′ C–O stretch
29 1068.8 6.4 a′
30 1099.1 2.8 a′
31 1119.1 23.8 a′ C–C stretch
33 1206.1 4.6 a′
35 1280.7 9.8 a′ CH2 wag
36 1293.6 11.4 a′ CH2 wag
40 1360.8 10.4 a′ CH2 wag
41 1418.6 6.8 a′
42 1437.0 3.6 a′
45 1523.5 2.7 a′
48 1829.7 7.9 a′ C=O stretch
55 3079.6 2.6 a′
56 3089.2 15.8 a′

connected to a methylene (–CH2–) unit on both sides and the
electron tunnels though the chain of σ bonds passing through
the functional group.

3.2. Symmetry and propensity rules

According to the formal theory described in section 2.1 (and
any other available theory for IETS) there are no strict selection
rules for this type of spectroscopy, because, after considering
all matrix elements that are zero by symmetry, all vibrations
may in principle contribute to the spectrum. However, as
it is clear from the set of computed and experimental data,
there is only a small number of vibrations that display strong
IETS activity so that there are probably few propensity rules
that is very convenient to explore. In [61] we used two
simple observations to derive approximate propensity rules:
(i) only for atomic orbital i, j close to the left electrodes
�L

i j is non negligible (and analogously for �R
i j ) and (ii) the

Green’s function matrix element can be decomposed using
the Dyson equation into tunnelling paths. We showed that
the vibrations that modulate more strongly the coupling along
the main tunnelling path are more IETS intense (they tend
to be called ‘longitudinal’ from the first initial heuristic
observations [39, 34]). It is also possible to predict that, if
the channel for the tunnelling is predominantly made only
by σ orbitals or only by π orbitals (for molecules with a
plane of symmetry), the in-plane vibrations dominate the IETS
spectrum. Moreover, if there is a symmetry element that

interchanges the left and right electrodes (like an inversion
centre or a plane parallel to both the electrodes), only normal
modes symmetric with respect to this symmetry element will
contribute to the IETS. The computations presented here offer
the opportunity to verify these predictions on a set of saturated
molecules with C2v or Cs symmetry where the main tunnelling
channel is made by σ orbitals (it was originally tested on a
set of C2h molecules with the main tunnelling channel being
made by π orbitals). An alternative proposal of selection rules,
leading to slightly different results, was presented in [56, 57].

As illustrated by the tables 1–6 (and graphically by
the corresponding figures) the vast majority of the intense
absorptions in these molecules derives from totally symmetric
vibrations [69]. The few exceptions are the very low frequency
modes which, as discussed in [61], allow the injection of the
electron into orbital of different symmetry that the dominant
one and the signals at 1292 and 1294 cm−1 for compound
(4). We can argue that the thioether group in (4) increases
slightly the relative importance of the π channel because of
the large contribution to the tunnelling of the sulfur lone
pairs. Overall, however, the predominance of totally symmetric
modes appears to be a rather robust fact, which can be used
for the interpretation of the spectra also in the absence of an
explicit simulation.

We conclude this section presenting a comparison of the
IETS absorption intensity with the IR and Raman absorption
intensities computed with the same quantum chemical method.
The comparison with these two spectroscopies has been often
used as a guide to understand IETS spectra on the basis of
several other analogies among spectroscopic techniques. In
the original (on macroscopic surfaces) IETS [71] with quasi-
free electrons travelling across the electrodes and in high
resolution electron energy loss spectroscopy (HREELS) [72]
the molecular dipole–electron interaction determines the
inelastic scattering probability and the correlation with IR
spectroscopy is appropriate. The correlation IETS/Raman is
often attempted because similar samples can be characterized
with both techniques [73, 74]. We considered only the totally
symmetric vibrations of compound (2) and (6), which are both
IR and Raman active, and we plot in figures 9(a) and (b) the
relative intensities for the three types of spectroscopy. It is
evident that not only there is no correlation between IR or
Raman intensity and IETS intensity but they seem to obey
different propensity rules so that an intense IETS vibration
is less likely to be strongly IR or Raman active. Occasional
similarities between Raman and IET spectra can be accidental
or even due to different vibrations contributing at similar
energy to two different spectroscopies, as shown for example
in [73].

4. Conclusion

In this paper we studied computationally the characteristic
signatures that several common functional groups can leave
on a IET spectrum, encouraged by the previous successful
comparisons between experimental and theoretical spectra.
This study could be used to identify molecules in the junction
and to trace the tunnelling paths in systems where more
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Figure 9. (a) Comparison between relative IR intensity and IETS
intensity for the normal modes of molecule (2) (empty circles) and
(6) (full circles). (b) Comparison of the relative Raman and IETS
intensities for the same modes. The maximum intensity is set to 1
and only totally symmetric modes are considered.

competing paths are present, following the idea of [52]. We
found that the ether, secondary amine and, to a large extent,
thioether groups do not introduce important signatures in
the spectrum when compared with the reference dithioalkane
molecule and we concluded that it will be particularly difficult
to establish the presence of these groups from a IETS
measurement. On the contrary, the presence of a carbonyl or
ester group can be more easily verified thanks to the C=O
stretching vibration which is predicted to have a sufficiently
high IETS intensity. We also showed that the ester group
alters substantially the C–C stretching region of the spectrum
making it particularly suitable as a tracer (the passage of the
electron through this functional group can be easily recorded
by the spectrum). The ability to identify the difference between
simple alkanes and functionalized molecules via IETS could
be also particular important for the set of experiments where
few more ‘conductive’ molecules are dissolved in an alkane
monolayer [21, 75].

This systematic computational study allowed also a further
validation of the propensity rules proposed for IETS on the
basis of several simple considerations. We verified that
totally symmetric vibrations give the largest contribution to
IETS also for this set of saturated molecules. This rule
is particularly useful for molecules with C2v symmetry but
it was heuristically verified also for the molecules with a
single symmetry plane perpendicular to the electrode, (6), and
parallel to the electrode, (3). It was also verified numerically
that there is no correlation between IETS intensities and
IR or Raman intensities. It is hoped that this work will
stimulate other systematic investigations on similar molecules
by theoreticians and experimentalists since it is through a larger
number comparisons that we will be able to build a clearer
understanding of this important technique.
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